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Abstract—In orthogonal-code hopping multiplexing (OCHM)
systems, hopping-pattern (HP) collisions may degrade system
performance. Previous studies on the effect of HP collisions in
OCHM systems were based on computer simulations, and there
was no mathematical analysis of the bit-error-rate (BER) perfor-
mance. The HP collisions in OCHM systems differ from hits in
frequency-hopping systems or intracell interference in direct-
sequence code-division multiple-access (DS/CDMA) systems be-
cause they can effectively be controlled through synergy and
perforation techniques. In this paper, we introduce a received-
signal model for OCHM systems called a perforation-only model
and analyze the BER performance for OCHM systems in both
uncoded and coded environments. Repetition, convolutional, and
turbo codes are considered in coded environments. Through the
analysis of BER performance, OCHM systems can more clearly be
characterized, and the allocated power at the base station (BS) can
be estimated for OCHM systems. Furthermore, the user capacity
is analyzed for a given channel coding scheme. The results show
that the uncoded BER is saturated by the perforation probability,
and the coded BER is degraded as the perforation probability
increases. We investigate the allocated power at the BS according
to the perforation probability and compare the user capacities of
OCHM systems using the three different types of coding schemes.

Index Terms—Bit-error-rate (BER) analysis, convolutional
codes (CCs), orthogonal-code hopping multiplexing (OCHM),
power allocation, repetition codes (RCs), turbo codes (TCs), user
capacity.

I. INTRODUCTION

R ECENTLY, data traffic has gradually increased in wireless
communication systems, and it is expected to be dominant

in future wireless systems. Data traffic is inherently bursty
and generally exhibits low user activities. Furthermore, there
is more downlink traffic than uplink traffic. Several efficient
downlink systems have been proposed to provide this data
traffic in wireless link [1], [2].

An orthogonal-code hopping multiplexing (OCHM) system
[3]–[7] has been proposed to accommodate a larger number
of mobile users (MUs) with bursty traffic than the number
of orthogonal codewords (OCs) in the downlink. It utilizes
statistical multiplexing for orthogonal downlink in direct-
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sequence code-division multiple-access (DS/CDMA) systems.
Since each MU communicates with a base station (BS) through
a given orthogonal-code hopping pattern (HP), signaling mes-
sages for allocation and deallocation of OCs are not needed
during a session. HP can randomly be generated based on an
MU-specific number, such as an electronic serial number, and
HP collisions between MUs may occur.

When an HP collision among MUs occurs in the conven-
tional frequency-hopping CDMA systems, it is considered
to be an inevitable interference (hit) in the case where all
MUs are asynchronous with one another [8]. However, the
HP collision can be detected and controlled by the BS in a
synchronous downlink environment. If HP collisions occur in
OCHM systems, the BS compares the user data experiencing an
HP collision and determines whether all user data with the same
HP collisions are identical or not. If all the corresponding data
are identical, the collision does not need to be controlled, and
all the colliding symbols of different users are transmitted with
a sum of all symbol energies, which results in an energy gain
at the receiver. This effect is called synergy. On the contrary, if
all data with the same HP collisions are not the same, all the
corresponding data symbols are not transmitted (perforation)
during the symbol time. Thus, in OCHM systems, the HP
collisions do not cause intracell interference (ICI), but they
result in information losses. However, they can be recovered
by proper channel-coding techniques with additional energy.
Therefore, HP collisions in OCHM systems also differ from
the ICI, which is characterized by the cross-correlation function
between non-OCs, in the uplink of DS-CDMA systems.

Previous studies [3]–[7] on the OCHM systems have fo-
cused on the mitigation of the perforation effect. However, the
performance of these proposed schemes was mainly evaluated
based on computer simulations, particularly in terms of the
frame-error rate (FER) for given perforation probabilities and
received Eb/N0 values. Thus far, there has been no rigorous
mathematical analysis for the effect of perforations on the sys-
tem performance. In this paper, we introduce a received-signal
model for OCHM systems and analyze the BER performance
in both uncoded and coded environments. Based on the BER
performance, the FER performance at the MU can be estimated,
and the user capacity of the OCHM system is also analyzed
for a given channel coding scheme. Furthermore, the allocated
power for each MU at the BS can be estimated.

The rest of this paper is organized as follows. In Section II,
a received-signal model for OCHM systems is introduced.

0018-9545/$25.00 © 2008 IEEE
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Fig. 1. Block diagram of the OCHM system.

In Section III, the BER performance of OCHM systems is
analyzed in both uncoded and coded environments when the
perforation is only considered at the receiver. The performance
of OCHM systems is analyzed in terms of the required power
at BS and user capacity in Section IV. Numerical examples for
the performance are shown in Section V. Finally, conclusions
are presented in Section VI.

II. RECEIVED-SIGNAL MODEL IN OCHM SYSTEMS

A. OCHM Mechanism, HP Collisions, Perforation,
and Synergy

OCHM systems utilize a synergy and perforation scheme for
HP-collision control at the BS. Fig. 1 shows the block diagram
of an OCHM system deploying the synergy and perforation
scheme. Furthermore, both the transmitted- and received-power
levels for a specific user are shown. Ts denotes the symbol time.
Each user changes the OC according to the HP at each symbol
time, during which an HP collision may occur. However, most
of users may be inactive because of low channel activities
when they demand data services. Users b and d are inactive
in Fig. 1, but they follow their HPs during their sessions. In
this case, HP collisions between an active user group and an
inactive user group do not affect the performance of the active
user group. The shaded parts in Fig. 1 indicate this type of
collision.

When an HP collision among the active users occurs, a
BS compares the user data experiencing the HP collision and
determines whether all user data with the same HP collision
are the same or not. If all the corresponding data are the same,
all the corresponding data symbols are transmitted (synergy)
without control, which results in an energy gain at the receiver.
On the contrary, if all data with the same HP collisions are not
the same, all the corresponding data symbols are not transmitted
(perforated) during the symbol time. For example, user e expe-
riences a synergy at (n + 2)Ts and a perforation at (n + 4)Ts.

When a user experiences a synergy, BS allocates power for
the user without any change, and then, all the symbols experi-
encing the synergy have an additional energy at the receivers
because of other users’ energy added by despreading process
using the same OC. The quantity of the additional power is
determined by the distance between a BS and users with code
collisions in case that the OCHM system utilizes a power-
control scheme. In Fig. 1, if user e is at a cell boundary and
user c is located near a BS, the additional received power at
user e is much smaller than the original received power, which
is the power when an HP collision does not occur. On the
contrary, the additional received power at user c is much bigger
than the original received power in case of an HP collision. The
synergy scheme results in an energy gain. However, its effect
varies according to the location of users in a cell. Statistically,
the users near a BS have a larger energy gain than those at the
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cell boundary. Therefore, in OCHM systems, the energy gain
at the receiver due to the synergy scheme is complex to ana-
lyze even though several previous papers assumed that all the
HP-collision users are located in the same distance from a BS
in their performance evaluations [3]–[7].

When a user experiences a perforation, BS does not allocate
power for the perforated symbol, and the user detects only
noise during the perforated symbol time. Hence, the perforation
degrades the BER performance, and the additional energy may
be required to meet for a target BER.

The HP-collision probability of the OCHM system is
expressed as

Pc = 1 −
(

1 − ῡ

NOC

)M−1

(1)

where ῡ is the channel activity, NOC is the number of OCs,
and M is the number of active users in a cell. For a given
channel activity ῡ, Pc increases as the number of active users
increases. The perforation probability of encoded symbols in
the conventional OCHM systems is written as

Pp = 1 −
(

1 − m − 1
m

· ῡ

NOC

)M−1

(2)

where m is the number of symbol locations in data modulation
[i.e., m = 2 for binary phase shift keying (BPSK)]. Hence, the
synergy probability is given as

Ps = Pc − Pp. (3)

B. Perforation-Only Model (POM)

In this model, we assume that the additional received power
is set to zero. Hence, this signal model provides a lower bound
of the BER performance of OCHM systems. The received-
signal model of the BPSK symbol in additive white Gaussian
noise (AWGN) channel is expressed as

Y =
{

t1 ∼ N(0, σ2), if perforation
t2 ∼ N

(√
Es, σ

2
)
, otherwise.

(4)

x ∼ N(µ, σ2) represents that x is a Gaussian random variable
with mean µ and variance σ2. In (4), we also assume that a
positive symbol is transmitted, and its symbol energy is Es.
We call this model a POM because it considers the perforation
effect when HP collisions occur. The distribution function of
POM is obtained as

FY (y) = G
( y

σ

)
· Pp + G

(
y −

√
Es

σ

)
· (1 − Pp) (5)

where

G

(
x − µ

σ

)
=

x∫
−∞

1√
2πσ2

e−(x−µ)2/2σ2
dx.

Therefore, the probability density function (pdf) of the received
signal in OCHM systems is given as

fY(y)=Pp ·
1√

2πσ2
e−y2/2σ2

+(1−Pp)· 1√
2πσ2

e−(y−
√

Es)2
/2σ2

(6)

where the received signal follows the POM. As noted earlier,
the POM provides the upper bound of the BER performance
of OCHM systems. Furthermore, POM maintains the consis-
tency regardless of the distance between the MU and the BS,
since the perforation effect is not dependent on the relative
distance. The BER performance in POM provides the overall
system performance regardless of the MU’s location for a given
perforation probability. Therefore, we utilize POM for the BER
performance analysis in the rest of this paper.

III. BER PERFORMANCE ANALYSIS IN POM

A. Uncoded BER Performance

In (4), we assume that the positive symbol is transmitted with
a symbol energy of Es. In an AWGN channel, a bit error occurs
when the received symbol has a negative phase. Therefore, the
bit-error probability in POM is given as

POCHM
b,uncoded =P{Y ≤ 0}

=G(0) · Pp + G

(
−
√

Es

σ

)
· (1 − Pp)

=
Pp

2
+ (1 − Pp) · Q

(√
2Es

N0

)

=
Pp

2
+ (1 − Pp) · Q

(√
2Eb

N0 · (1 − Pp)

)
. (7)

Note that the symbol energy of the OCHM systems is not equal
to the bit energy even when the system is assumed to be in an
uncoded environment. For comparison with the conventional
BPSK scheme, the energy for the perforated symbol is assumed
to be utilized for the other symbols. The second term in (7)
becomes zero as the signal-to-noise ratio increases, but the first
term is residual. Therefore, the uncoded bit-error probability of
the OCHM systems is saturated by the perforation probability.

B. Coded BER Performance of Repetition Codes (RCs)

RC is simply to repeat the information n-times and, thus, the
code rate becomes 1/n. If we use a soft-decision decoder at the
receiver, RC has no coding gain, as compared with the uncoded
systems in AWGN. However, as proposed in [9], the repetition
can be effective to mitigate the perforation effect and reduce the
additional required Eb/N0 in OCHM systems. First, we con-
sider the BER performance of an RC in the conventional system
where there are no HP collisions. In a binary RC, there are only
two codewords, such as S0 = {0, 0, . . . , 0}, if the information
(b) is zero and S1 = {1, 1, . . . , 1} if the information (b) is one.
If the received-signal vector is given as y = {y1, y2, . . . , yn},
the maximum-likelihood decoder compares the likelihood of



JUNG AND SUNG: PERFORMANCE ANALYSIS OF ORTHOGONAL-CODE HOPPING MULTIPLEXING SYSTEMS 935

each codeword for a given received vector. Hence, the log-
likelihood ratio (LLR) of the information bit is given by

Λ(b) = ln
P{y|S1}
P{y|S0}

. (8)

We consider a BPSK modulation, with coded bits in the set
{0, 1} mapped onto real values {−

√
Es,+

√
Es}, respectively,

and each received symbol in the received vector is assumed to
statistically be independently and identically distributed. Then,
(8) is written as

Λ(b) = ln
exp

{
− (y1−

√
Es)2

2σ2

}
· · · exp

{
− (yn−

√
Es)2

2σ2

}

exp
{
− (y1+

√
Es)2

2σ2

}
· · · exp

{
− (yn+

√
Es)2

2σ2

}

=
n∑

i=1

2
√

Es

σ2
yi. (9)

If the LLR is larger than zero, the decoded bit becomes one,
and otherwise, the decoded bit becomes zero. Hence, the bit-
error probability is given as

PRC
b = P {Λ(b) < 0|S1 is transmitted} = P{Z < 0}

where

Z =
n∑

r=i

yi. (10)

Z is the sum of n independent Gaussian random variables,
each with mean +

√
Es and variance N0/2, i.e., Z is a Gaussian

random variable with mean n
√

Es and variance nN0/2. Thus,
(10) can be written as

PRC
b =Q

(√
2nEs

N0

)
= Q

(√
2nRcEb

N0

)

=Q

(√
2Eb

N0

)
(11)

where Rc indicates the code rate of the encoder and it is equal to
1/n, since an n-RC is assumed to be used. Note that the BER
performance of the RC in the conventional system is equal to
that of the uncoded BPSK system. Although the RC has no
coding gain in the conventional system, it can be an effective
coding scheme in the OCHM system because it decentralizes
the perforation effect over the repeated symbols, and the full-
perforation probability in which all repeated symbols are perfo-
rated is reduced.

We now consider the OCHM system with a POM. In OCHM
systems, the bit-error probability is obtained by substituting (6)
for the pdf of yi into (10). This method is also useful for ana-
lyzing the BER performance of the convolutional codes (CCs).

We use the characteristic function of a random variable for
analysis. The characteristic function of a Gaussian random
variable N(µ, σ2) is given as [10]

ΦX(w) = exp
{

jµw − 1
2
σ2w2

}
. (12)

When we consider the POM case in OCHM systems, the
characteristic function of the received signal in OCHM systems
is obtained by

ΦY (w) = Pp · exp
{
−1

2
σ2w2

}

+ (1 − Pp) · exp
{

j
√

Esw − 1
2
σ2w2

}
. (13)

Then, the characteristic function of the random variable Z is
expressed as

ΦZ(w) = ΦY1(w)ΦY2(w), . . . ,ΦYn
(w) = [ΦY (w)]n (14)

where each received signal yi in OCHM systems has the same
pdf and is independent of each other. Substituting (13) into (14)
yields the characteristic function of Z as follows:

ΦZ(w) =
n∑

i=0

(
n

i

)
(1 − Pp)iPn−i

p ejw
√

Es·i−σ2w2n
2 . (15)

Therefore, the probability density and distribution functions of
Z are obtained as

fZ(z) =
n∑

i=0

(
n

i

)
(1 − Pp)iPn−i

p

1
2πnσ2

e
−(z−i

√
Es)2

2nσ2 (16)

and

FZ(z) =
n∑

i=0

(
n

i

)
(1 − Pp)iPn−i

p · G
(

z − i
√

Es√
nσ

)
. (17)

From (17), the bit-error probability of the n-RC in OCHM
systems is expressed as

POCHM
b,RC =

n∑
i=0

(
n

i

)
(1−Pp)iPn−i

p Q

(√
2i2Eb

nN0(1−Pp)

)
(18)

where i represents the number of nonperforated symbols among
n repeated symbols. Hence, i = 0 indicates that all symbols in
n-times repeated symbols are perforated. In (18), the bit-error
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Fig. 2. Block diagram of an RC with power-reallocation technique.

probability can be divided into the following two cases: i = 0
and i �= 0. Equation (18) is rewritten as

POCHM
b,RC =

n∑
i=1

(
n

i

)
(1 − Pp)iPn−i

p

· Q
(√

2i2Eb

nN0(1 − Pp)

)
+

(Pp)n

2
(19)

where the last term indicates the full-perforation situation in
the repeated symbols. As the Eb/N0 value increases, the first
term in the right-hand side of (19) becomes zero, but the last
term in (19) is residual. Hence, the bit-error probability of the
RC in OCHM system becomes saturated to (Pp)n/2, which
is determined by the full-perforation probability (Pp)n. Note
that the saturated bit-error probability of an RC is smaller
than that of the uncoded system, as shown in (7). Therefore,
the RC is an effective coding scheme in OCHM systems,
although it has no benefit in the conventional system in terms
of BER.

C. Coded BER Performance of RCs With
Power-Reallocation Technique

We proposed a symbol repetition-and-power-reallocation
(PRA) scheme in reducing the perforation effect in OCHM
systems, but we have not analyzed the BER performance of the
proposed scheme [9]. We propose an RC with PRA (RC-PRA)
scheme and analyze its performance in this paper. Fig. 2 shows
the block diagram of the proposed RC-PRA in OCHM systems.
Each symbol is repeated four times, and some of the repeated
symbols may be perforated. The number of perforations in sym-
bols 1, 2, and 3 is two, three, and one, respectively. Symbol 4
has no perforations, and the repeated symbols of Symbol 5 are
all perforated. We define a partial perforation in which there ex-
ist j(0 < j < n) perforations among n-repeated symbols (e.g.,
Symbols 1–3) and a full perforation in which all repeated sym-
bols are perforated (e.g., Symbol 5). If a symbol experiences a

partial perforation, the remaining symbols are used for decod-
ing the original symbol. However, if a symbol suffers from a
full perforation, the original symbol cannot be recovered, and
it causes a BER performance saturation as noted earlier. Note
that the power allocated to Symbol 1 is different from that of
Symbol 2. Since two symbols have a different number of per-
forated symbols, the number of the remaining symbols is also
different. We propose to adjust the power level of the remaining
symbols to maintain the same energy regardless of the number
of perforations unless the symbol experiences a full perforation.
Through this process, we can receive all symbols with the same
energy unless the symbol experiences a full perforation. If the
symbol experiences a full perforation, its energy is utilized
for the other symbols for comparison with the conventional
systems.

The received signal of the proposed n-times RC-PRA system
is expressed as

Y =

{
t1∼N(0, σ2), if full perforation

t2∼N
(√

n
n−j Es, σ

2
)

, otherwise (20)

where j represents the number of perforations among
n-repeated symbols (0 ≤ j < n). The pdf of the received signal
for a given j in the POM is written as

fY (y|j) =
j

n
· 1√

2πσ2
e−y2/2σ2

+
n − j

n
· 1√

2πσ2
e−(y−

√
n

n−j Es)2
/2σ2

(21)

where the transmitted information is assumed to be one ac-
cording to the used mapping rule in Section III-B. Hence, the
decision statistic for a given j is expressed as

Zj ∼ N
(√

n(n − j)Es, nσ2
)

(22)



JUNG AND SUNG: PERFORMANCE ANALYSIS OF ORTHOGONAL-CODE HOPPING MULTIPLEXING SYSTEMS 937

since Zj = j · t1 + (n − j) · t2, where t1 and t2 are defined in
(20). The pdf of Zj is given as

FZj
= G

(
y −

√
n(n − j)Es√

nσ

)
. (23)

The bit-error probability of the proposed RC-PRA scheme is
given as

P̃OCHM
b,RC =P (z ≤ 0)

=
n∑

j=0

P (j perforations | n repetitions)·FZj
(0)

=
n∑

j=0

(
n

j

)
(1−Pp)n−jP j

p ·G
(

y−
√

n(n−j)Es√
nσ

)

=
n∑

i=0

(
n

i

)
(1−Pp)iPn−i

p ·Q
(√

2iEb

nN0 (1−(Pp)n)

)

(24)

where i = n − j, and the code rate is 1/n. Note that
Es = Eb/[n(1 − (Pp)n)] in (24), since only the energy for a
full perforated symbol is utilized for other symbols in the pro-
posed scheme. The proposed RC-PRA has the same saturated
bit-error probability for i = 0 in (24), as that of the conventional
RC in the OCHM systems. However, the proposed RC-PRA
has the improved bit-error performance as compared with the
conventional RC. We will compare the performance between
the two schemes in Section V.

D. Coded BER Performance of CCs

We now consider the coded bit-error probability of the
OCHM systems with the CCs. CC is one of the most commonly
used channel coding schemes in wireless communication sys-
tems. We assume that BPSK modulation is used for transmitted
coded symbols over an AWGN channel with one-sided power-
spectral density N0. For the soft-decision Viterbi decoder, the
probability of error in the pairwise comparison of two paths at
a node that differ in d symbols is expressed as [12]

Pd = P

{
d∑

r=1

yr ≤ 0

}
(25)

where yr represents the rth received symbol. Equation (25) is
called the first-event-error probability. When we assume that an
all-zero codeword is transmitted according to the mapping 0 →
+
√

Es, Z =
∑d

r=1 yr is the sum of d independent Gaussian
random variables, each with mean

√
Es and variance N0/2, i.e.,

Z is a Gaussian random variable with mean d
√

Es and variance
dN0/2. This is very similar to the case of RC. Thus, (25) can
be written as

Pd = Q

(√
2dEs

N0

)
= Q

(√
2dRcEb

N0

)
(26)

where Rc denotes the code rate of the encoder. From (25)
and (26), the event- and bit-error probability bounds of CCs
in AWGN channels are expressed as [12]

Pe <

∞∑
d=dfree

AdQ

(√
2dRcEb

N0

)
(27)

Pb <

∞∑
d=dfree

BdQ

(√
2dRcEb

N0

)
(28)

where Ad and Bd are the number of codewords of weight d,
and the total number of nonzero information bits on all weight
d codewords, respectively [13]. dfree is the free distance of CCs.

Using (13)–(17), the first-event-error probability of the CCs
in OCHM systems is expressed as

POCHM
d,CC =

d∑
i=0

(
d

i

)
(1 − Pp)iP d−i

p · Q
(√

2i2RcEb

dN0(1 − Pp)

)
.

(29)

Hence, the event- and bit-error probability bounds in OCHM
systems with the CCs are expressed as

POCHM
e,CC <

∞∑
d=dfree

Ad

d∑
i=0

(
d

i

)
(1−Pp)iP d−i

p ·Q
(√

2i2RcEb

dN0(1−Pp)

)

(30)

and

POCHM
b,CC <

∞∑
d=dfree

Bd

d∑
i=0

(
d

i

)
(1 − Pp)iP d−i

p

· Q
(√

2i2RcEb

dN0(1 − Pp)

)
(31)

where Ad and Bd are determined by the encoder structure. Us-
ing the bound Q(x) < exp(−x2/2), we obtain the expression

POCHM
b,CC <

∞∑
d=dfree

Bd

d∑
i=0

(
d

i

)
(1 − Pp)iP d−i

p

· exp
(

−i2RcEb

dN0(1 − Pp)

)
. (32)

Furthermore, for large values of Eb/N0, the first term in the
bit weight-enumerating function (WEF) dominates the bound
of (32), we can approximate POCHM

b,CC as

POCHM
b,CC ≈ Bdfree

dfree∑
i=0

(
dfree

i

)
(1 − Pp)iP dfree−i

p

· exp
(

−i2RcEb

dfreeN0(1 − Pp)

)
. (33)

The CC also has the saturated bit-error probability in OCHM
systems. For large values of Eb/N0, the bit-error probability
from the free distance in the WEF dominates the overall
bit-error probability. Hence, we can approximate the BER
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performance as the case of d = dfree in (31). The bit-error prob-
ability of the CC is saturated to

Bfree(Pp)dfree

2
. (34)

E. Coded BER Performance of Turbo Codes (TCs)

The original concept of TCs was introduced in [15], and for
the first time, the theoretical justification for the performance
of TC was provided by Benedetto and Montorsi in [16], [17].
A TC yields excellent performance that is very close to the
Shannon limit at low and medium Eb/N0 values. However, the
TC-performance curve shows a slope change at high Eb/N0

values if the code free distance is small. This phenomenon
is called an error floor. In fact, the BER performance of TC
at the low or medium Eb/N0 values is hard to analyze, and
most previous works on the TC performance assumed relatively
high Eb/N0 values, which represents an error-floor region.
Under this assumption, the bit-error probability of the TCs is
expressed as

Pb,TC ≈ Wfree

Lframe
· Q

(√
2dfreeRcEb

N0

)
(35)

where Lframe and Wfree indicate the frame length and the
information-bit multiplicity of the free distance, respectively.
Equation (35) is based on the fact that the coded performance
for high Eb/N0 values essentially coincides with the union
bound truncated to the contribution of the free distance, similar
to the CC case. Note that the BER performance of the TC
is also determined by the information-block length, which is
known as interleaving gain, as well as the free distance and its
multiplicity. Furthermore, the interleaver structure is the most
important component for good performance in the TC since it
determines the free distance and its multiplicity.

We need to compute the first several terms of the distance
spectrum in order to produce a more accurate estimate, par-
ticularly at the Eb/N0 values where a slope change occurs. If
we now evaluate the expression of the truncated union bound
by taking into account the contribution of several terms of its
distance spectrum, we obtain the truncated union bound

UB(l) ≈ Wfree

Lframe
· Q

(√
2dfreeRcEb

N0

)

+
l∑

i=2

Wi

Lframe
· Q

(√
2diRcEb

N0

)
(36)

where di and Wi indicate the ith distance and its bit multiplicity
of the distance spectrum, respectively. For concatenated codes,
a small penalty (usually less than 0.5 dB) must be also taken
into account due to the suboptimality of iterative decoding
[18]. Through (35) and (36), the bit-error probability at high
Eb/N0 values is estimated, and its slope is obtained. In most
cases, di and Wi are not easy to find since they are related to
the interleaver structure. There have been many studies on the
calculation of the free distance and its multiplicity of the TCs

TABLE I
SATURATED BER COMPARISON OF VARIOUS CODING SCHEMES

for a given interleaver [18], [19]. In this paper, we compute the
distance spectrum coefficients according to the method in [19].

When TC is used for OCHM systems, we can approximate
the bit-error probability using error-floor analysis [(35)] or
truncated-union-bound analysis [(36)]. Basically, the bit-error-
probability analysis of a TC is similar to that of the CC cases,
except for the computation of distance spectrum coefficients.
From the previous analysis of the CC, the bit-error probability
of the TC is expressed as

POCHM
b,TC ≈ Wfree

Lframe
·

dfree∑
i=0

(
dfree

i

)
(1 − Pp)iP dfree−i

p

· Q
(√

2i2RcEb

dfreeN0(1 − Pp)

)
(37)

and

UBOCHM(l) ≈
l∑

j=1

Wj

Lframe
·

dj∑
i=0

(
dj

i

)
(1 − Pp)iP

dj−i
p

· Q
(√

2i2RcEb

djN0(1 − Pp)

)
(38)

where d1 = dfree, and W1 = Wfree, respectively. In addition,
the saturated bit-error probability of a TC in OCHM systems is
obtained as

Wfree(Pp)dfree

2Lframe
. (39)

F. BER-Saturation Comparison

As we noted in the previous sections, both uncoded and
coded schemes have the BER saturation. The saturated BER
is important since it can limit the user capacity. If the saturated
BER for a given Pp values is larger than the required BER for
a specific service, the OCHM system cannot satisfy the quality
of services (QoS) of users. The saturated BER determines the
maximum allowable Pp value for the specific coding scheme,
which is derived from the number of users, and thus, the
saturated BER limits the maximum number of users in a cell
when the user capacity is limited only by the number of codes.
Table I summarizes the saturated BER of the three different
coding schemes.

IV. PERFORMANCE ANALYSIS FOR OCHM SYSTEMS

A. FER Analysis From the BER Performance Analysis

In data communications, FER is important because even a
single bit error in a frame may make the frame useless. Thus,



JUNG AND SUNG: PERFORMANCE ANALYSIS OF ORTHOGONAL-CODE HOPPING MULTIPLEXING SYSTEMS 939

most mobile communication systems choose the FER as a QoS
parameter. A reasonable approximation for FER of a channel
coding scheme is given by

FER � 1 − (1 − Pb)Lframe

�Pb · Lframe (40)

where Pb(Pb 	 1) and Lframe denote the bit-error probability
of a channel coding scheme and the frame length, respectively.
This approximation is also valid for a TC. The FER of a TC can
be expressed as [19]

FERTC ≈Wfree · Q
(√

2dfreeRcEb

N0

)

= Lframe · Pb,TC. (41)

For a given Pp value, if FERreq < Lframe · P sat
b , where

FERreq and P sat
b indicate the required FER for a specific

service and the saturated BER of a specific coding scheme,
respectively, the coding scheme cannot be used for the service
because a receiver with the coding scheme cannot compensate
for the effect of perforations even when the BS transmits the
frame with the infinite power.

B. Downlink Power Allocation

In OCHM systems, the downlink power which is allocated
for a specific MU is determined by the perforation probability
Pp, as well as the channel environment. The perforation proba-
bility varies according to the number of users in a cell and the
user activity at the specific time. Previous work only considered
the mean perforation probability according to the number of
MUs in a cell. However, the perforation probability of each
MU is different from each other. Some MUs have lower or
higher perforation probabilities than others at the specific time.
In downlink, a BS can know the exact number of perforated
symbols in a frame of each MU at the time. Through the BER
performance analysis shown in Section III, a BS can determine
the allocated power for a specific MU in downlink. If the
BER or FER performance analysis does not exist, the link-level
simulation results are required in each case.

The additional required Eb/N0 at an MU due to the perfora-
tion can be expressed as

∆(Eb/N0) = f(FERreq, Pp) − f(FERreq, 0) (42)

where f(A,B) denotes the function of the required Eb/N0 at
an MU for FERreq = A and Pp = B, and it is derived from (31)
and (40). The last term in (42) indicates the required Eb/N0 for
Pp = 0. FERreq denotes the required FER at receiver. The allo-
cated symbol power for a specific MU at a BS is determined as

PT =
f(FERreq, Pp) · µRc · Itotal

Ts · Lpath
(43)

where µ, Itotal, Ts, and Lpath denote the encoded bits per
modulated symbol, the total interference at the MU, the
symbol time, and the path loss between the BS and the MU,

respectively. As Pp increases, the required energy at receiver
f(FERreq, Pp) increases, and the allocated power PT also
increases.

C. User-Capacity Analysis

OCHM was proposed to accommodate more MUs than the
number of codewords in downlink of CDMA systems. Re-
cently, we have analyzed the downlink user capacity of OCHM
system and have compared it with the user capacity of the
conventional CDMA system [6]. In [6], we defined code and
power capacities independently like the conventional CDMA
systems. Thus, the overall user capacity is derived as the
minimum value of two capacities. Code capacity of OCHM
systems is defined as the maximum number of HPs for a given
Pp, which is expressed as

Mc = 1 +
ln(1 − Pp)

ln
(
1 − (m−1)·ῡ

m·NOC

) . (44)

It is derived from (2). Power capacity is defined as the max-
imum number of users under the condition that the allocated
power is less than or equal to the maximum available power at
the BS, and it is expressed as

Mp ≤ Es,max · L̄path

ῡ ·
(

Eb
I0

)OCHM

target
· µRc · Itotal

(45)

where Es,max, L̄path, and (Eb/I0)OCHM
target denote the maximum

symbol energy for data traffic at the BS, the average path loss
at an MU, and the target (Eb/I0) for a given FER at an MU, re-
spectively. In [6], we have illustrated the user capacity which is
the minimum value of (44) and (45) for varying (Eb/I0)OCHM

target

and Pp. (Eb/I0)OCHM
target was evaluated through computer sim-

ulations for several cases in [6]. However, as we noted in
Section IV-B, the additional required energy at an MU in-
creases as Pp increases. The allocated power for a specific
MU in downlink at a BS also increases as Pp increases. Thus,
the (Eb/I0)OCHM

target value in (45) is dependent on Pp. In fact,
(Eb/I0)OCHM

target = f(FERreq, Pp), and the power capacity of the
OCHM system is expressed as

M̃p ≤ Es,max · L̄path

ῡ · f(FERreq, Pp) · µRc · Itotal
(46)

where f(FERreq, Pp) is determined by the channel-coding
capability. We will compare the value of f(FERreq, Pp) and
the user capacities of the OCHM system for the three different
channel coding schemes in Section V.

V. NUMERICAL EXAMPLES

A. BER Performances

A BPSK modulation scheme is used here, and the analysis
for BPSK can be used for quadrature phase shift keying.
Fig. 3 shows the uncoded BER performance in OCHM systems
to vary the perforation probability. The lines represent the
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Fig. 3. Uncoded BER performance for varying the perforation probabil-
ity (Pp).

Fig. 4. Coded BER performance of RC with Pp = 0.05(Rc = (1/4)).

uncoded BER curves shown in (7) that vary the perforation
probability (Pp), and the symbols without lines represent the
computer simulation results. If the downlink total transmission
power is smaller than the maximum transmission power, the
mean channel activity of all downlink channels is 0.1, and
the allowable perforation probabilities are set to 0.05, 0.10,
and 0.15, then the number of allocatable downlink dedicated
orthogonal channels with 64 OCs M is approximately 67,
136, and 209, respectively [3]. A channel activity of 0.1 is a
reasonable assumption when we consider Internet data traffic
such as Hypertext Transfer Protocol. The BER increases as the
perforation probability increases. Moreover, as noted earlier,
the uncoded BER is saturated by the perforation probability,
and the saturated BER is given as Pp/2. Therefore, in OCHM
systems, the channel-coding capability is very important in
satisfying a target BER or FER.

Figs. 4–6 show the BER performance of RCs, with/without
power reallocation (PRA) in OCHM systems, for three different
Pp values of 0.05, 0.1, and 0.15, respectively. We assume that

Fig. 5. Coded BER performance of RC with Pp = 0.1(Rc = (1/4)).

Fig. 6. Coded BER performance of RC with Pp = 0.15(Rc = (1/4)).

the number of repetitions is four. In RC cases, regardless of the
perforation probability, the simulation results agree very well
with the analysis. As noted earlier, the RC has no coding gain
in the conventional systems. Hence, in the conventional system,
the BER performance of the RC is the same as that of the un-
coded BPSK system, i.e., the solid lines in the figures. However,
the RC can be an effective coding scheme in OCHM systems,
since it reduces the saturated bit-error probabilities induced by
perforations. Analysis results on the BER performance of the
RC in the figures indicate (18) and (24). As the number of rep-
etitions increases, the saturated bit-error probability decreases.

Furthermore, the proposed RC-PRA scheme improves the
BER performance, compared with the conventional RC, even
though it has the same saturated bit-error probability as a
conventional RC. For example, the proposed RC-PRA scheme
has a 4-dB energy gain, compared with the conventional RC
for a BER value of 10−4 when the perforation probability
is set to 0.1.

Fig. 7 shows the BER performance of the CCs with a
constraint length (K) of three, i.e., the number of memories in
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Fig. 7. BER performance of the CCs with K = 3 and Rc = (1/2).

the encoder is two. The generator polynomial is (5, 7) in octal
number, and the code rate is 1/2. Hence, the free distance (dfree)
of the encoder is five, which dominates the coding performance.
Pb is bounded as

Pb <

∞∑
d=dfree

BdPd = 1 · P5 + 2 · 2P6 + 3 · 4P7 + · · ·

+ (k + 1) · 2kPk+5 + · · · (47)

where Pd was given in (26) and (29) for the conventional
systems and the OCHM systems, respectively. We plot the
performance bounds and the simulation results as a function
of Eb/N0. The lines represent the bound in (28) in case that Pp

is equal to zero, and they represent the bound in (31) in case
that Pp is not equal to zero. The symbols without lines indicate
the computer simulation results. Note that the bounds expressed
in (28) and (31) agree very well with the simulation results
for relatively high Eb/N0 values. For lower Eb/N0 values,
however, the bounds deviate largely from the simulation results.
The BER increases as the perforation probability Pp increases.
When Pp is equal to 0.10, the additional required Eb/N0 is
5 dB, compared with the conventional system for a 10−4 BER
performance. If the channel-coding capability increases, the
additional required Eb/N0 decreases.

Fig. 8 shows another example of CCs. We also assume that
BPSK is used as a modulation scheme and that the wireless
channel is an AWGN channel. We utilize a CC of Rc = 1/3
and K = 9 with a generator polynomial (557, 663, 711) in octal
number, and then, the free distance (dfree) of the encoder is
18. The CC was used in the IS-95 uplink system [14]. Pb is
bounded as [20]

Pb <

∞∑
d=dfree

BdPd = 11P18 + 32P20 + 195P22 + 564P24

+ 1473P26 + 5129P28 + 17 434P30

+ 54 092P32 + 171 117P34 + · · · (48)

Fig. 8. BER performance of CC with K = 9 and Rc = (1/3).

Fig. 9. BER performances of TC with K = 4 and Rc = (1/3).

where Bd is obtained by a heuristic search in most cases. The
bounds of (28) and (31) also agree with the simulation result
in this case. The BER increases as the perforation probability
increases. However, because of the enhanced coding perfor-
mance, the additional required Eb/N0 is significantly reduced,
compared with the previous CC result shown in Fig. 7. When
the Pp value is set to 0.10, the additional required Eb/N0 is
approximately 1.5 dB for 10−4 BER performance, which is
significantly small, compared with that of the previous example.
Therefore, in OCHM systems, the channel-coding performance
is one of most important factors.

Fig. 9 shows the BER performance of the TC in OCHM
systems. In this simulation, we use a TC used in the Universal
Mobile Telecommunications System [1]. The code rate is 1/3,
and the length of information block is 1024. We compute
the free distance and coefficients of the first several terms in
distance spectrum according to the Garello’s algorithm, which
is found in [21]. The lines without symbols indicate the result
in (38) for OCHM and the result in (36) for Pp = 0. We
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TABLE II
SATURATED BER AND FER OF VARIOUS CODING SCHEMES

TABLE III
REQUIRED Eb/I0 AT MU ACCORDING TO Pp AND FERreq

compute the first four terms in distance spectrum. Simulation
results agree with the analytical ones for high Eb/N0 values
with a slight difference of about 0.5 dB, which is caused by
the suboptimal iterative decoding used in the decoder. If the
perforation probability is set to 0.15, the additional required
Eb/N0 at the receiver is about 1.5 dB for a BER value of 10−6.
If the required BER is lower than 10−6, TC may be inefficient
since it reaches the error-floor region and the slopes of BER
performance decrease.

Table II summarizes the saturated BER and FER perfor-
mance of three different types of coding schemes. The saturated
FER is estimated for Lframe = 1024. If the saturated FER of
a coding scheme is larger than the required FER, the coding
scheme cannot be used.

B. Additional Required Energy at MU

Table III summarizes the required Eb/I0 of the three differ-
ent types of coding schemes in Section V-A for the varying
FERreq and Pp values, which is f(FERreq, Pp) as shown in
Section IV-B. In Table III, RCs cannot be used in case that
FERreq = 10% and Pp = 0.15, because they have larger satu-
rated FER values than FERreq. As noted earlier, the required
Eb/N0 increases as the Pp value increases, and BS should
allocate more power to MUs with large Pp values, even though
a coding scheme has smaller saturated FER values than FERreq.

Fig. 10. User capacities of OCHM system with various channel coding
schemes.

Allocation of more power to MUs limits the power capacity.
Therefore, the coding scheme used for OCHM is a key factor
affecting the performance of OCHM. If an MU requires larger
power than a limit due to its perforations, a BS needs to perform
an appropriate admission control scheme in order to save power
consumption.

C. User Capacity With Various Coding Schemes

The OCHM system circumvents the code-limit situation
by allowing HP collisions among active MUs. However, the
HP collisions degrade the link-level performance. Thus, each
MU requires more energy for the same FER performance as
compared with that of the conventional systems. It decreases the
power capacity. Since the overall capacity is the minimum value
of the code and the power capacities, the additional required
energy at MU for varying the Pp values is a most important
factor in determining the capacity. Therefore, the channel-
coding capability is very important in OCHM systems. As
shown in (44), the code capacity of the OCHM system increases
as Pp increases, while the power capacity of the OCHM system
decreases as Pp increases, as shown in (46). Hence, the overall
capacity is determined at the intersection of two capacities.

Fig. 10 shows Mc and M̃p of the OCHM system for the three
different channel coding schemes. The FERreq value is set to
0.1, and the other-cell interference (OCI) represents the loading
factor of other cells, which is the ratio of the transmitted power
to the maximum transmit power at the other cell BS. NOC

is equal to 64. The other parameters used to compute M̃p in
Fig. 10 are derived from [6]. We assume an omnidirectional
antenna and a channel activity of 0.1. As noted before, Mc

increases as Pp increases, while M̃p decreases, and thus, the
overall capacity of the OCHM system is determined at the
intersection of both capacities. If we use a better channel coding
scheme in the downlink, we can obtain improved user capacity.
Note that Mc may vary according to HP-generation meth-
ods. In Fig. 10, we assume that the HP is randomly generated.
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TABLE IV
INFORMATION DATA RATES OF VARIOUS CODING SCHEMES

Fig. 11. User capacities of OCHM system for varying OCI of CC with
K = 9.

TABLE V
OVERALL USER CAPACITIES OF OCHM SYSTEMS

WITH VARIOUS CODING SCHEMES

Furthermore, each channel coding scheme has a different code
rate, and thus, the information rate (Rinfo) is also different.

Table IV shows the information data rates of OCHM systems
for the three different coding schemes. We assume that the
system bandwidth is 3.84 MHz, which is the same as that
of the Third Generation Partnership Project Wideband CDMA
(WCDMA) system.

Fig. 11 shows the user capacities for varying the OCI of a
CC with K = 9. As the OCI increases, user capacity decreases
since M̃p decreases. User capacity is determined at the inter-
section of both code capacity and power capacity for given OCI
environments. Table V summarizes the overall user capacities
of OCHM systems for various coding schemes for the varying
OCI values. If we utilize the TC at the BS as a channel
coding scheme, more than 400 users can be accommodated in
the downlink, which is much larger than the number of OCs
(NOC = 64).

VI. CONCLUSION

In this paper, we introduced a received-signal model: POM,
in OCHM systems. A POM provides a lower bound of the
BER performance in OCHM systems. The BER performance
of OCHM systems is analyzed in both uncoded and various
coded environments. The BER performance is saturated by
the perforation probability in an uncoded environment. For the
coded BER performance analysis, the RC, CC, and TC are com-
pared. There also exist BER saturations in coded environments,
even though they are highly reduced by coding techniques.
We proposed an RC-PRA scheme in OCHM, which improves
the BER performance and user capacity, compared with the
conventional RC in OCHM sytems. The analytical results
of various coded OCHM systems agree well with computer
simulation results. Through analytical results, we can compute
the additional required energy at the receiver to compensate
for perforations and adjust the power level for a target BER
performance at the receiver, according to given perforation
probabilities. In addition, the user capacity of OCHM can be
estimated for a given channel coding scheme, considering both
code and power capacities.
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